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Abstract
Mechanical devices built with shape-memory alloys become popular due to thermomechanical coupling associated with 
solid-state phase transformations. The main characteristics stemming from these transformations are the intrinsic dissipation 
and the change of thermomechanical properties as a consequence of the phase transformations. Shape-memory alloy oscil-
lators have a nonlinear behavior that can reach responses with different natures such as periodic, quasiperiodic, chaotic, or 
even hyperchaotic. A proper identification of these behaviors requires the use of dynamical tools, and among them, Lyapunov 
exponents are one of the most relevant. This work deals with the calculation of the Lyapunov spectrum of shape-memory alloy 
oscillators. One- and two-degree-of-freedom systems are of concern. Two different approaches are compared: the classical 
algorithm that uses a tangent space approach; and the cloned dynamics algorithm that is a Jacobian-free approach. Results 
show that both methods have similar results, allowing the use of cloned dynamics as an interesting alternative procedure 
since it avoids Jacobian calculations.

Keywords Shape-memory alloys · Nonlinear dynamics · Lyapunov exponents · Tangent space · Cloned dynamics

1 Introduction

Dynamical systems employing shape-memory alloys 
(SMAs) have been studied since the 1990s, being character-
ized by rich and complex responses [1, 2]. The remarkable 
capacity to develop and recover high strain levels (or huge 
forces) and the intrinsic dissipation make SMAs to have a 

fast-growing technological interest that is represented by a 
scaling up of the number of articles published and patents 
issued for subsequent decades [3].

Dynamical analysis of SMA systems has different aspects 
that include distinct configurations and also the constitu-
tive description of SMA thermomechanical behavior. Savi 
[4] presented a review article dealing with some dynamical 
issues related to SMA systems. Gholampour et al. [5] pre-
sented another overview of SMA dynamical applications.

As a prototype of the main characteristics of the SMA 
dynamical behavior, nonlinear dynamics of SMA oscillators 
is of concern in different investigations: Savi and Pacheco 
[6] employed a polynomial constitutive model to describe 
the SMA thermomechanical behavior; Lacarbonara et al. 
[7] employed the model proposed by Bernardini–Pence, 
investigating isothermal and non-isothermal conditions; 
Bernardini and Rega [8] employed a modified version of 
Bernardini-Pence’s model also treating isothermal and ani-
sothermal cases; Savi et al. [9] discussed nonlinear dynam-
ics of SMA oscillators using the model proposed by Paiva 
et al. [10]; Bernardini and Rega [11, 12] investigated the 
heat exchange with the environment to understand the effect 
of the loading rate on the system’s response and the influ-
ence of model parameters on the robustness and strength of 
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chaotic response. Bernardini and Rega [13] presented a gen-
eral comparison of different kinds of constitutive models on 
the dynamical behavior of SMA oscillators. Du et al. [14], 
Rusinek et al. [15], and Weremczuk et al. [16] employed 
the harmonic balance method to evaluate SMA oscillators. 
Wang and Melnik [17] and Rajagopal et al. [18] are other 
examples of SMA oscillator investigations.

Besides, experimental works have been developed explor-
ing the dynamical response of SMA systems. Lagoudas et al. 
[19] studied an SMA damping passive device and compared 
experimental results with numerical simulations employing 
the constitutive model proposed by Qidwai and Lagoudas 
[20]. Sitnikova et al. [21] performed a numerical experi-
mental investigation of an impact oscillator with SMA con-
straint by varying the excitation frequency. Aguiar et al. [1] 
analyzed the vibration reduction exploiting either variations 
on temperature or vibration absorber techniques using a 
helicoidal SMA springs. Enemark et al. [22, 23] presented 
numerical experimental works regarding the dynamics of 
a pseudoelastic oscillator under free and forced vibration, 
varying temperature and pre-tension.

Dynamical applications using SMA elements are also 
explored in the literature. Santos and Savi [24] investigated 
the impacts of a one-degree-of-freedom oscillator (1-DOF) 
showing the influence of SMA elements. Silva et al. [25] 
investigated the nonlinear behavior of a Jeffcott rotor with 
SMA restoring elements on bearings. The dynamical behav-
ior of a biomechanical device was treated by Rusinek et al. 
[26]. Costa and Savi [27] studied the dynamics of an SMA-
pendulum system. Origami dynamics were investigated con-
sidering different configurations and folding patterns, as in 
Rodrigues et al. [28] and Fonseca et al. [29].

SMA structures are treated by different approaches 
including finite element method and reduced-order models. 
The two-bar truss is an interesting prototype structure largely 
employed for stability analysis. Savi et al. [30] and Savi and 
Nogueira [31] discussed the nonlinear dynamics of SMA 
two-bar truss using different constitutive models. The con-
trol of these kinds of structures is being analyzed by differ-
ent references [32], including chaos control [33]. De Paula 
et al. [34] investigated aerospace large structures with SMA 
elements using reduced-order models. The use of SMA ele-
ments has a potential application on structures subjected to 
earthquakes [35]. Vignoli et al. [36] investigated the use 
of SMA hybrid composite materials applied to earthquake-
resistant structures.

Nonlinear analysis requires special tools to achieve a 
proper diagnosis of the system behavior, especially chaos. 
Different types of invariants characterizing system dynamics 
are found in the literature for this aim. In general, the estima-
tion of these invariants is split into two main approaches: 
based on mathematical models and based on time series 
analysis.

Kolmogorov entropy evaluates the sensitive dependence 
on initial conditions, measuring the degree of chaos inher-
ent in a dynamical system. Correlation dimension measures 
the strangeness of an attractor, representing one of the most 
popular methods to estimates the attractor dimension. The 
0–1 test is a diagnostic tool for nonlinear systems, laying on 
Brownian motion chain developed by Gottwald and Mel-
bourne [37, 38] to distinguish chaotic from periodic behav-
ior in deterministic systems. Bernardini and Litak [39] pro-
vided an overview of the main applications of the 0–1 test. 
Litak et al. [40], Bernardini et al. [41], and Savi et al. [42] 
employed the 0–1 test in SMA systems using time series 
obtained from numerical simulations. It should be pointed 
out that these tools are usually evaluated from time series 
analysis, being independent of the nature of the underlying 
dynamical system.

Lyapunov exponents arise as one of the most established 
and reliable tools to identify chaos. They have been exten-
sively associated with the study of dynamical systems. In 
brief, the exponents are asymptotic measures that character-
ize the local average rate of growth (or shrinking) of small 
perturbations related to the orbits of the dynamical system. 
The estimation of Lyapunov exponents considers the expo-
nential divergence of nearby trajectories in a phase space, 
which started close to each other. Several algorithms were 
developed based on this idea, and the calculations can be 
employed either from mathematical models or time series 
analysis.

Concerning time series analysis, the algorithms need 
to be robust due to unavoidable noise contamination. In 
this regard, the method developed by Kantz [43] presents 
low noise sensitivity. Besides, there are some alternatives 
such as Zeng et al. [44] and Rosenstein [45]. Concerning 
the approaches associated with mathematical equations, 
the algorithm developed by Wolf et al. [46] is the classical 
method to estimate Lyapunov exponents. It considers a tra-
jectory in a tangent map and demands the calculation of the 
Jacobian matrix, a linearization of the equations of motion 
around a reference trajectory, which introduces difficulties 
for the application in some systems, such as SMA systems.

Recently, some alternative methods based on the pertur-
bation method were proposed. Stefanski and Kapitaniak [47] 
proposed a novel approach to estimate the largest Lyapunov 
exponent using the perturbation method to discrete maps. 
Drabrowski [48] presented a new approach to calculate the 
largest Lyapunov exponent using the perturbation method 
showing results for a scheme of Duffing oscillators. Soriano 
et al. [49] proposed a new approach that can evaluate the 
Lyapunov spectrum employing initially perturbed clones 
of equations of motion, named cloned dynamics. The great 
advantage of this methodology lies on the cloned equations 
of motion, which replaces the linearized equations of the 
Wolf et al. method, being a Jacobian-free approach.
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Specifically related to SMA systems, chaotic diagnosis 
considers different approaches. Savi and Braga [2] employed 
the classical algorithm due to Wolf et al. [46]. Machado et al. 
[50] proposed an alternative approach for the use of the algo-
rithm due to Wolf et al. [46] in SMA systems with hysteresis 
based on the equivalent linear dissipation. On the other hand, 
Litak et al. [40], Bernardini et al. [41], and Savi et al. [42] 
employed the 0–1 test in SMA systems using time series 
obtained from numerical simulations. Recently, Syta et al. 
[51] presented a comparison between the largest Lyapunov 
exponent, 0–1 test, and recurrence plots [52] utilizing time 
series analysis showing coherent results for all approaches.

This work deals with the analysis of Lyapunov exponents 
of SMA systems using both the cloned dynamics algorithm 
[49] and the tangent map algorithm [46]. The main contri-
bution is to evaluate the capability of the cloned dynamics 
method through a comparison with the classical tangent map 
method, validating its use for SMA systems. Different kinds 
of response are of concern, establishing a general valida-
tion of the Jacobian-free approach. One- and two-degree-of-
freedom systems are investigated, evaluating different kinds 
of responses. A polynomial constitutive model is employed 
to describe the thermomechanical behavior of SMAs [53]. 
This analysis can be understood as a proof of concept, being 
possible to be extended for other models that present a better 
description of the hysteretic behavior of the SMA systems.

The paper is organized as follows: Section 2 discusses the 
Lyapunov exponents, presenting the tangent map and the 
cloned dynamics methods. Section 3 is devoted to the SMA 
dynamical model considering 1-DOF and 2-DOF models. 
Section 4 presents the methodology for the numerical simu-
lations, results, and discussions about both SMA oscillators 
and Lyapunov exponents’ calculations. Finally, Sect. 5 pre-
sents the final remarks and conclusions.

2  Lyapunov spectrum

Lyapunov exponents estimate the sensitivity to initial condi-
tions by evaluating the local divergence of nearby orbits. The 
idea is to monitor the distance between a reference orbit and 
its neighbor orbits, while the system evolves through time. If 
the measured distance increases, there is a local divergence 
that characterizes chaos. Chaotic response is, therefore, asso-
ciated with one positive value, which represents a divergent 
direction. The existence of a positive Lyapunov exponent is 
related to the horseshoe transformation that characterizes 
chaos. If all measures decrease, there is a local convergence, 
characterizing periodic behavior.

In order to present the main idea about Lyapunov expo-
nents calculation, consider an n-dimensional dynamical sys-
tem of the form:

The idea is to monitor perturbations around a reference 
orbit, which can be represented by an n-dimensional sphere 
of initial conditions centered at the reference orbit. There-
fore, it is necessary to monitor this sphere, which can be 
done by considering the evolution from an initial state, d0, 
through time evolution as follows:

where λ represents the spectrum of Lyapunov exponent, 
being associated with the system dimension.

The sign of the Lyapunov exponents provides a qualita-
tive picture of the system dynamics. A negative value is 
associated with a contraction direction of the sphere, while a 
positive sign is related to an expansion direction. Since cha-
otic behavior is characterized by the existence of the horse-
shoe transformation, these exponents illustrate the transfor-
mation of a sphere into an ellipsoid, as shown in Fig. 1.

There are several algorithms to calculate Lyapunov expo-
nents. Here, two different approaches are treated: the clas-
sical algorithm due to Wolf et al. [46], classified as a tan-
gent map method; and the cloned dynamics approach [49]. 
Basically, both methods monitor the evolution of the nearby 
orbits considering an extension of the original system. The 
essential difference is the definition of this extension.

Since chaotic situations are related to a local exponential 
divergence of nearby orbits, it is necessary to evaluate the 
average of this divergence considered in different points of 
the trajectory. Figure 2 presents a schematic representation 
of the system evolution and the algorithm strategy. Hence, 
initial conditions of the perturbed orbits are changed for each 
time step, establishing the following definition:

(1)ẋ =
dx

dt
= g(x, t)

(2)d(t) = d0e
�(t)

(3)� =
1

t − t0

n∑
k=0

log

(
d
(
tk
)

d0
(
tk−1

)
)
.

Ini�al Hypersphere (t=0) 

Fiducial

Trajectory 

Hyperellipsoid  

Fig. 1  Lyapunov exponents—hypersphere evolving to an hyperellip-
soid
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2.1  Tangent map approach: Wolf et al. [46]

The classical, well-established approach to estimate Lyapu-
nov exponents is due to Wolf et al. [46], being classified as a 
tangent map method. The main idea is to monitor the nearby 
orbit considering an extension on a tangent map space, using 
a linearized version of the equations of motion:

where A = Df
(
�
(
x0, t

)
, t
)
 is the Jacobian matrix and the 

variable η represents the perturbed orbits.
In order to deal with all exponent spectrum, an orthonor-

mal basis related to each component of the vector η must be 
evaluated, which is done by the Gram–Schmidt reorthonor-
malization process. Therefore, the distance d0 is restarted to 
each time step, being defined as follows:

where dGS
0

 is the perturbation norm calculated from the 
Gram–Schmidt normalization based on the evolution from 
the previous time step, d0

(
tk−1

)
.

2.2  Cloned dynamics approach: Soriano et al. [49]

The cloned dynamics approach was proposed by Soriano 
et al. [49] to estimate Lyapunov exponents following the 
same idea of the one proposed by Wolf et al. [46]. The essen-
tial difference is that the new approach employs clones of the 
original dynamical system as the extension of the dynamical 
system. In this regard, the perturbed orbit is provided by the 
cloned system instead of a linear system extension. In this 
way, the cloned dynamics approach avoids the calculation 
of the Jacobian matrix.

The initial sphere is assigned by a perturbation, Λ [49]. 
Afterward, the Gram–Schmidt reorthonormalization process 
is applied in order to restart the perturbation but is still based 
on the initial perturbation. Therefore, the cloned system 

(4)�̇� = A𝜂

(5)d0
(
tk−1

)
= dGS

0

receives new perturbed initial conditions in relation to the 
fiducial trajectory along the orthonormal basis:

Note that the difference between this approach and the 
classical one is a rescale of the Gram–Schmidt using the 
parameter Λ. It should also be pointed out that initial condi-
tion related to the perturbation is defined just by the param-
eter Λ.

The cloned dynamics approach is similar to the classi-
cal one but does not require a linearization, using the same 
equations of motion instead. Besides, it should be pointed 
out that this approach needs the definition of the perturbation 
parameter, Λ, which should be chosen appropriately.

3  SMA dynamical models

This section is devoted to present the physical model of 
the SMA oscillators and their respective mathematical for-
mulation. The first section presents the constitutive model 
employed to describe the thermomechanical behavior of 
SMA. Afterward, two different SMA oscillators are treated: 
one-degree of freedom (1-DOF) and two-degree of freedom 
(2-DOF).

3.1  Constitutive model

The thermomechanical behavior of SMAs can be described 
by a polynomial constitutive model proposed by Falk [53]. 
Basically, a Helmholtz free energy is defined as a func-
tion of observable state variables, temperature, T, and 
strain, ε, in order to represent the stability characteristics 
of microscopic phases, austenite and martensite. Consider-
ing a temperature-dependent sixth-order strain polynomial 
in such a way that for low temperatures where martensite 
is stable at a stress-free state, there are two minima repre-
senting the two martensitic variants (tension-induced and 

(6)d0
(
tk−1

)
= �dGS

0

Fig. 2  Fiducial trajectory and 
perturbed trajectory
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compression-induced). For intermediate temperature, the 
potential presents three minima indicating that both mar-
tensitic phases and austenite can be stable. For high tempera-
tures, the potential presents only one minimum, indicating 
that austenite is the only stable in a stress-free state. Based 
on that, the stress–strain–temperature relation is given by 
Savi and Pacheco [6]:

where α, β and γ are material parameters, while TM is the 
temperature below which martensitic phase is stable.

By deriving the Helmholtz free energy potential with 
respect to strain, the constitutive equation is obtained repre-
sented by the following stress–strain–temperature relation:

where σ represents the stress.

The main advantage of this model is its simplicity, but it 
does not describe dissipation due to the hysteresis loop. This 
drawback can be overcome by combining a linear viscous 
damper in parallel with the shape-memory alloy element. 
Dynamical behavior of SMA system is treated considering 
oscillators, modeled in the sequence.

3.2  1‑DOF oscillator

Consider a 1-DOF oscillator presented in Fig. 3, composed 
of an inertial element, with mass m, connected to an SMA 
element, described by the polynomial model (which exerts 
a restoring force FSMA = σA), and a linear viscous damping 

(7)��(�, T) =
�
(
T − TM

)
2

�2 −
�

4
�4 +

�

6
�6

(8)�(�, T) = �
(
T − TM

)
� − ��3 + ��5

element with coefficient c, subjected to an external harmonic 
force, F(t) = F0 cos(Ω t). By assuming a displacement along 
x-direction denoted by u(t), and considering that the strain 
is � = u∕L , where L is the length of the SMA element, the 
following equation of motion is obtained:

In order to obtain a dimensionless set of ordinary differ-
ential equations, new variables are created. Dimensionless 
time is defined as τ = tω where � =

√
�ATM

mL
 is a reference 

frequency. The dimensionless displacement is expressed by 
U = u∕L ; dimensionless temperature is given by � =

T

TM
 . 

Therefore, the following dimensionless equation of motion 
is obtained:

where the following parameters are employed:

3.3  2‑DOF oscillator

Consider a 2-DOF SMA oscillator presented in Fig. 4. The 
mass m1 is connected to two identical damping elements—
c1 and c2—and two SMA elements—SMA1 and SMA2. The 
mass m2 is connected to four elements as well, a pair of 
SMA elements—SMA2 and SMA3—and a pair of damping 
elements—c2 and c3.

Both masses move in the x-direction, and the displace-
ments of each mass are represented by u1(t) and u2(t), 
respectively. An external harmonic excitation, F(t), is 
applied to the mass m1. Based on Newton’s law, the equa-
tions of motion are given by:

(9)
mü + cu̇ + 𝛼

A

L

(
T − TM

)
u − 𝛽A

(
u

L

)3

+ 𝛾A
(
u

L

)5

= F0 cos (𝛺t)

(10)U��
1
+ 𝜉U� + �̄�(𝜃 − 1)U − 𝛽U3 + �̄�1U

5 = f cos (𝜏𝜛)

(11)f =
F0

mL𝜔2
; 𝜛 =

𝛺

𝜔
; 𝜉 =

c

m𝜔
; �̄� =

𝛼ATM

mL𝜔2
; 𝜃 =

T

TM
; 𝛽 =

𝛽A

mL𝜔2
; �̄� =

𝛾A

mL𝜔2
.

u(t)

c

F(t)
SMA

m
x

Fig. 3  Physical model of 1-DOF oscillator

u1(t)

m2

c1

F(t)
SMA1 SMA2 SMA3

m1

c2 c3

u2(t)

Fig. 4  Physical model of 2-DOF oscillator
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By assuming a similar approach adopted for the 1-DOF 
oscillator using dimensionless variables, the following equa-
tions can be written:

where the new dimensionless parameters are given by:

4  Numerical simulations

The fourth-order Runge–Kutta method is employed to 
perform numerical simulations. Time step, Δt, is linked 
to the forcing frequency, ϖ, and the number of divisions 
per period, nd, leading to the time step: Δt = 2�∕�nd . The 
number of periods simulated must be enough to allow 
the system to reach a steady-state condition. A transient 
dynamical response is considered for the first 29,000 
periods of a total of 30,000 periods, and therefore, the 

(12)

⎧
⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

mü1 +

�
c1u̇1 + 𝛼

A

L

�
T − TM

�
u1 − 𝛽A

�
u1

L

�3

+ 𝛾A
�

u1

L

�5
�

−

�
c2
�
u̇2 − u̇1

�
+ 𝛼

A

L

�
T − TM

��
u2 − u1

�
− 𝛽A

�
u2−u1

L

�3

+ 𝛾A
�

u2−u1

L

�5
�

= F0 cos (𝛺t)

mü2 +

�
c2
�
u̇2 − u̇1

�
+ 𝛼

A

L

�
T − TM

��
u2 − u1

�
− 𝛽A

�
u2−u1

L

�3

+ 𝛾A
�

u2−u1

L

�5
�

+

�
c3u̇2 + 𝛼

A

L

�
T − TM

�
u2 − 𝛽A

�
u2

L

�3

+ 𝛾A
�

u2

L

�5
�

= 0

(13)

⎧
⎪⎪⎨⎪⎪⎩

U��
1
+ 𝜉1U

�

1
− 𝜉2U

�

2
+ �̄�

�
𝜃1 − 1

�
U1 − 𝛽U3

1
+ �̄�U5

1
− �̄�

�
U2 − U1

��
𝜃2 − 1

�
+𝛽

�
U2 − U1

�3
− �̄�

�
U2 − U1

�5
= f cos (𝜛t)

U��
2
= 𝜉3U

�

1
− 𝜉4U

�

2
+ �̄�

�
𝜃2 − 1

��
U2 − U1

�
− 𝛽

�
U2 − U1

�3
+ �̄�

�
U2 − U1

�5
+�̄�

�
𝜃3 − 1

�
U2 − 𝛽U3

2
+ �̄�U5

2

(14)
f =

F0

mL𝜔2
; 𝜛 =

𝛺

𝜔
; 𝜉1 =

c1 + c2

m𝜔
; 𝜉2 =

c2

m𝜔
; 𝜉3 =

c2

m𝜔
; 𝜉4 =

c2 + c3

m𝜔
;

�̄� =
𝛼ATM

mL𝜔2
; 𝛽 =

𝛽A

mL𝜔2
; �̄� =

𝛾A

mL𝜔2
; 𝜃1 = 𝜃2 = 𝜃3 =

T

TM
.

steady-state condition is analyzed considering the last 
1000 periods.

Table 1  Oscillator parameters ξ �̄� 𝛽 �̄�

0.1 1 1.3 × 103 4.7 × 105

Table 2  Temperatures and 
excitation frequencies analyzed

Bifurcation diagrams are employed to evaluate the 
global system response. The dimensionless force ampli-
tude is chosen as a control parameter. Besides, Lyapu-
nov exponents are evaluated together with the bifurcation 
diagram, allowing a proper comprehension of the system 
dynamics. It is worth mentioning that Lyapunov exponents 
are calculated comparing tangent map and cloned dynam-
ics, in order to check the compatibility between results.

Numerical results consider SMA oscillators, both 
1-DOF and 2-DOF. The dimensionless parameters values 
are displayed in Table 1, being related to typical values 
of NiTi [28]:

Table 2 presents parameters related to temperature and 
forcing frequencies. The analysis performed for 1-DOF 
oscillator considers three different temperature levels and 
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three frequency values: low frequency, ϖ = 0.1; intermedi-
ate frequency, ϖ = 1; high frequency, ϖ = 2. On the other 
hand, the investigation for 2-DOF oscillator considers only 
one frequency value and three different temperature lev-
els: low temperature level, θ = 0.7 < TM; intermediate tem-
perature level, θ = 1.5 > TM; and high temperature level, 
θ = 2.0 > TM.

4.1  Cloned dynamics perturbation parameter

The cloned dynamics approach is a Jacobian-free 
approach, but needs the definition of an initial perturba-
tion. Therefore, the starting point for the dynamical analy-
sis is the definition of a proper value for this parameter. 
This section investigates the influence of this choice on the 
estimation of the Lyapunov exponents, defining a strategy 
for its identification based on convergence analysis.

Initially, the 1-DOF system is of concern. A diagram 
with Lyapunov exponents after stabilization is built with a 
slow quasistatic variation of the forcing amplitude. Three 

different frequencies are considered for a low-tempera-
ture case (θ = 0.7). Three different perturbation parameter 
values are of concern: Λ = 10−2, Λ = 10−4, and Λ = 10−6. 
Figure  5 presents results for the Lyapunov exponents 
evaluated with cloned dynamics with different perturba-
tions. Note that results are the same considering Λ = 10−4 
and Λ = 10−6. On the other hand, it should be noticed that 
Λ = 10−2 presents results that differ from the previous ones. 
This points to a procedure convergence with respect to 
the perturbation. Based on that, it is possible to conclude 
that perturbations less than Λ = 10−4 can be employed for 
the cloned dynamics approach. The same analysis can be 
extended for the other exponents of the spectrum. It should 
be pointed out that an unproper choice of these parameters 
can provide results that can furnish wrong results, pointing 
to a wrong sign of the exponents, introducing difficulties 
to chaos diagnosis.

The 2-DOF oscillator is now of concern. The same 
analysis is developed considering bifurcation diagrams 
for three distinct temperature levels with respect to forc-
ing amplitude, Fig. 6. Lyapunov exponents are estimated 

Fig. 5  Analysis of perturba-
tion parameter of the cloned 
dynamics approach for a 1-DOF 
oscillator considering differ-
ent perturbations (Λ = 10−2, 
Λ = 10−3, Λ = 10−4, Λ = 10−6) at 
low level temperature and three 
different frequencies: a ϖ = 0.1; 
b ϖ = 1; c ϖ = 2

(a)

(b) (c)
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Fig. 6  Analysis of perturba-
tion parameter of the cloned 
dynamics approach for a 2-DOF 
oscillator considering differ-
ent perturbations (Λ = 10−2, 
Λ = 10−4, Λ = 10−6) and three 
temperatures: a θ = 0.7; b 
θ = 1.5; c θ = 2

(a)

(b) (c)

Fig. 7  Bifurcation diagrams and Lyapunov exponents varying forcing amplitude for temperature θ = 0.7 and different frequencies: a ϖ = 0.1; b 
ϖ = 1; c ϖ = 2
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for three different perturbations: Λ = 10−2, Λ = 10−4 and 
Λ = 10−6. Once again, results converge with respect to the 
perturbation parameter, and the value of Λ = 10−4 is the 
best choice. Besides, wrong results can be estimated with 
the unproper choice of Λ.

From this point on, the cloned dynamics approach uses 
the perturbation parameter Λ = 10−4.

4.2  1‑DOF oscillator dynamical analysis

The nonlinear dynamics of the 1-DOF oscillator is of 
concern. The essential point is to establish a comparison 
between both approaches to estimate Lyapunov exponents. 
Figure 7 presents bifurcation diagrams, together with Lya-
punov exponents calculated with tangent map and cloned 
dynamics approaches. Forcing frequencies ϖ = 0.1 and 
ϖ = 2 are presented, respectively, in Fig. 7a–c, considering 
low temperature level.

Fig. 8  Bifurcation diagrams varying forcing amplitude correlated with the Lyapunov exponents for temperature equal to θ = 1.5 and frequency: a 
ϖ = 0.1; b ϖ = 1; c ϖ = 2

Fig. 9  Bifurcation diagrams varying forcing amplitude correlated with the Lyapunov exponents for temperature equal to θ = 2 and frequency: a 
ϖ = 0.1; b ϖ = 1; c ϖ = 2
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Responses have a significant difference for each frequency. 
Figure 7a presents a wide range of period-1 response—from 
f = 0.01 to f = 0.049 confirmed by negative Lyapunov expo-
nents. The system response becomes chaotic interspersed 
with some periodic windows. Chaotic responses are assured 
by positive value of Lyapunov exponents. Figure 7b shows 
that the increase in the forcing frequency causes a reduction 
of the aperiodic band and some dynamical jumps. The cha-
otic response between f = 0.057 and f = 0.0665 is confirmed 
by both approaches to calculate the Lyapunov exponents. 
Figure 7c exhibits a reduction of the chaotic range if com-
pared to Fig. 7a, b. Besides, the dynamical jumps now occur 
only before the periodic window. Regarding Lyapunov expo-
nents, both methods confirm that the non-periodic behavior 
is chaotic. It should be highlighted that both methods present 
similar results for all cases.

Figure 8 shows results for intermediate temperature level 
(θ = 1.5) and the three forcing frequencies. Figure 8a refers 
to the lowest forcing frequency, ϖ = 0.1, presenting a small 
range of periodicity-1, from f = 0.01 to f = 0.015 with nega-
tive exponents. Afterward, there are regions of non-periodic 
responses and periodic windows. Note that non-periodic 
responses are related to quasiperiodic and chaotic behav-
iors, captured by null and positive Lyapunov exponents. Fig-
ure 8b, c exhibit periodic responses for both cases, which 
can also be confirmed by the Lyapunov exponents, through 
both methods. It should be highlighted a reduction of the 
dynamical jumps.

Figure  9 presents high-temperature behavior of the 
1-DOF SMA oscillator. Under this condition, the system 
has a single well behavior being expected that it presents a 
periodic-1 behavior overall range of the forcing amplitude. 
Based on that, all Lyapunov exponents present negative val-
ues. These results show that both algorithms have the same 
behavior, capturing the general behavior of the oscillator 
under different conditions. The small discrepancies observed 
do not affect the qualitative behavior defined by the signs of 
the exponents. In other words, the results of both methods 
offer the same conclusion about the kind of response.

Results for some specific set of parameters are now evalu-
ated in order to observe the estimated Lyapunov exponents 
calculated based on both approaches. The idea is to consider 
different kinds of responses. Figure 10 exhibits a phase space 
with a Poincaré map and the Lyapunov exponent time his-
tory considering cloned dynamics and tangent maps, for low 
and intermediate temperatures. Figure 10a, b shows periodic 
behavior attested by two negative Lyapunov exponents cal-
culated by both approaches. Despite the quantitative dis-
crepancy between them, all responses are qualitatively the 
same. It is also noticeable that the convergence period is 
similar for both cases. Figure 10c presents a non-periodic 
response associated with chaos since Lyapunov exponents 
have a maximum positive value. Both approaches present the 
same qualitative response with a similar convergence time 
and small quantitative discrepancy.

Fig. 10  Phase space combined with Poincaré map and a comparison between Lyapunov exponents along the time obtained using the cloned 
dynamic and tangent map approaches: a θ = 0.7, ϖ = 0.1, f = 0.0480; b θ = 1.5, ϖ = 0.1, f = 0.0235; c θ = 0.7, ϖ = 2, f = 0.0380
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4.3  2‑DOF Oscillator Dynamical Analysis

A 2-DOF SMA oscillator is now of concern. Figure 11 
shows bifurcation diagrams together with Lyapunov expo-
nents under the variation of forcing amplitude, consider-
ing a forcing frequency of ϖ = 1. The main difference from 

1-DOF to 2-DOF SMA system is the possibility of the Lya-
punov exponents which present two positive exponents, 
characterizing a hyperchaotic behavior where at least two 
directions diverge.

Figure 11a presents a low-temperature case. Initially, 
forcing amplitudes present periodic responses. When the 

Fig. 11  Bifurcation diagrams varying forcing amplitude correlated with the Lyapunov exponents for frequency equal to ϖ = 1 and temperature: a 
θ = 0.7; b θ = 1.5; c θ = 2

Fig. 12  Phase space combined with Poincaré map and a comparison between Lyapunov exponents along the time obtained using the cloned 
dynamic and tangent map approaches: a θ = 0.7, f = 0.060; b θ = 1.5, f = 0.037; b θ = 2, f = 0.058
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forcing amplitude is f = 0.0405, there is a small window pre-
senting chaotic and hyperchaotic behavior, succeeded by a 
periodic response at f = 0.043 and a chaotic one at f = 0.0445. 
After that, the response is hyperchaotic. The hyperchaos is 
correctly recognized by both approaches, and, once again, 
there is a small quantitative discrepancy. Figure 11b presents 
the system response for intermediate temperature, show-
ing similar results. The nature of the response is predomi-
nantly non-periodic, varying from quasiperiodic response 
to hyperchaos after f = 0.0445, highlighting that there are 
some periodic and chaotic responses interleaved in the qua-
siperiodic responses. Lyapunov exponents measured through 
both approaches indicate the same behavior for all points 
evaluated. Figure 11c considers high-temperature behavior, 
and results are essentially quasiperiodic, except for small 
periodic windows after f = 0.058. Once again, both method-
ologies present similar results.

Different kinds of behaviors are now of concern. Fig-
ure 12a shows a non-periodic response represented by a 
dense phase space. Figure 12b presents a periodic orbit. Fig-
ure 12c presents another dense phase space with a Poincaré 
map associated with a closed form.

Figure 12a presents a dense phase state, and the Poin-
caré map displays a distorted cloud of points without 
presenting the characteristics of a strange attractor, or a 
circle/torus form, which would represent a quasiperiodic 
response. This kind of aspect usually appears on hypercha-
otic responses. The distorted cloud of points marked by the 
Poincaré map is a consequence of the expansion occurring 
in two directions, instead of just one, which means two 
directions diverging or expanding. For the case presented 
in Fig. 12b, both approaches to estimate the Lyapunov 
exponents attest the presence of hyperchaotic behavior. On 
the other hand, a single orbit with one point marked on the 
Poincaré map and all four exponents negative estimated 
by tangent map and cloned dynamic approaches attest the 
periodic behavior. Figure 12c displays a closed form on the 
Poincaré map, and the highest Lyapunov exponent is zero, 
confirming a quasiperiodic behavior. It is essential to high-
light that even on increasing the complexity of the system, 
the cloned dynamic approach presents similar results and 
similar convergence period.

5  Conclusions

This work deals with the estimation of Lyapunov expo-
nents on shape-memory alloy systems. The idea is to 
investigate the Jacobian-free cloned dynamics approach, 
proposed by Soriano et al. [49], establishing a compari-
son with the classical tangent map approach, proposed by 
Wolf et al. [46], defining its validation for different kinds 
of response. SMA oscillators with 1-DOF and 2-DOF are 

investigated employing a polynomial constitutive model 
to describe the thermomechanical behavior of SMAs. 
Numerical simulations show that both systems present a 
wide variety of responses, including chaos, hyperchaos, 
and quasiperiodic responses. Cloned dynamics approach 
avoids the calculation of the Jacobian matrix, but needs the 
determination of a perturbation parameter. An approach 
based on a convergence analysis is proposed to define the 
best choice for this parameter, which makes its determi-
nation feasible for diagnosis perspective. Results point 
that the cloned dynamics approach can be used to iden-
tify complex dynamical behavior of shape-memory alloy 
systems with the advantage of a Jacobian-free approach. 
Besides, this investigation can be understood as a proof 
of concept in the sense that it can be extrapolated to SMA 
systems described by other constitutive equations.
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