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A B S T R A C T

Shape memory alloys (SMAs) have been widely used in smart structures due to their adaptive properties.
Their thermomechanical coupling can provide vibration attenuation or actuation providing a desired dynamical
response. Chaos control methods can provide the stabilisation of unstable periodic orbits allowing one to choose
a convenient response. Besides, it can promote bifurcation control that can avoid undesirable responses. This
work investigates the chaos control of smart structures employing time-delayed feedback control to perform orbit
stabilisation. A two-bar truss is of concern using thermal actuation of SMA elements. Thermal constraints defined
by energy equation are investigated, showing the real possibilities of this kind of control. Numerical results show
situations related to controller constraints, defining its range of applicability. Control strategy potentialities are
discussed showing unstable periodic orbit stabilisation, exchangeable target control and bifurcation control.

1. Introduction

Smart structures are being employed in different situations due to
their adaptive behaviour. In this regard, shape memory alloys (SMAs)
constitute an interesting alternative when large forces and displace-
ments are required. SMAs present thermomechanical couplings due
to solid phase transformations. In brief, these transformations lead to
two main behaviours: shape memory effect, which is the ability to
recover a mechanical induced residual strain using a thermal load; and
pseudoelasticity, a phenomenon where phase transformation induces
large recoverable strains, presenting a hysteresis loop.

The use of SMA elements in mechanical systems can attenuate
vibrations [1], change structure configurations [2,3], mimic natural
movements [4], promote actuation [5,6] among other applications.

Dynamical applications of SMA tend to be related to complex
responses. SMA dynamical response is associated with a temperature
dependent hysteretic behaviour that can change equilibrium point
structure, leading to complex behaviours that include chaos. In this
regard, the use of SMA elements on smart material systems needs to be
preceded by a deep nonlinear dynamics analysis and control strategies
can be useful to avoid undesirable responses. Savi [7] presents a general
overview of SMA dynamical systems.

The two bar-truss is an archetypal model to represent different kinds
of frame structures and flat arches, being employed to analyse stability
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of such structures. Concerning its nonlinear dynamics, the two-bar truss
has complex behaviours related to geometrical nonlinearities and it
should be highlighted snap-through and chaos [8]. The SMA two-bar
truss combines geometrical and constitutive nonlinearities, being of
special interest for aerospace applications. Savi et al. [9] and Savi and
Nogueira [10] previously addressed the dynamical analysis of SMA two-
bar truss considering different constitutive models.

Chaos control has the main goal to stabilise unstable periodic orbits
(UPOs) embedded on chaotic attractors using small perturbations. This
approach allows one to exploit chaotic behaviour, by stabilising desir-
able orbits and conferring flexibility to the system since it is possible to
change from one orbit to another with low power consumption [11,12].
Another possibility related to chaos control technique is the bifurcation
control that can avoid undesirable responses [13–15].

Chaos control methods can be classified in discrete and continuous
techniques [11,16]. The extended time-delayed feedback control (ETDF)
[17] is one of these continuous approach that has been implemented
on different situations and explored by various authors [18–20]. Me-
chanical systems is one of the tested possibilities [21], as well as smart
structures [14,22,23].

This paper deals with chaos and bifurcation control of an SMA two-
bar truss. The literature presents some investigations of the SMA two-
bar truss control [14,24]. Nevertheless, these contributions do not take
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advantage of the SMA adaptive behaviour on the controller, using some
different actuation approach. This work employs thermal actuation as
the control parameter. The extended time delayed feedback control
is employed and the control strategy is used either to suppress the
chaotic behaviour or to avoid bifurcations. Heat transfer constraints
are incorporated on the controller, establishing two different scenarios:
an ideal controller, where thermal actuation has no constraints; and
a constrained controller, where heat transfer limits SMA actuation. A
comparison between them is of concern establishing situations where
the desired control is achieved. Costa and Savi [23] also discussed
thermal actuation for chaos control considering a different dynamical
system. The present work focuses on a structural system, discussing
aspects related to chaos control as unstable periodic orbit stabilisation,
target exchange and bifurcation control.

2. Control method

Chaos control is a two stage approach composed by a learning stage,
where UPOs are identified and controller parameters are defined; and
a stabilisation stage, where UPO stabilisation is performed. A general
overview of chaos control methods and a comparative analysis of their
capability to stabilise a desired UPO can be found in [25], and [12].

The extended time-delayed feedback control method (ETDF) [17] is
an interesting continuous approach that has been successfully employed
in various experimental applications in electrical and mechanical sys-
tems [14,21,23,26–29]. In brief, the system dynamics is represented by
the following equations,

�̇� = 𝒇 (𝒙, 𝑡) + 𝒈 (𝒚(𝑡), 𝒚 (𝑡 − 𝜏) , 𝒚 (𝑡 − 2𝜏) ,…)
𝒚 (𝑡) = 𝑪(𝒙)

(1)

where 𝒙 ∈ RN is the system state, 𝑡 is the time, 𝒇 (𝒙, 𝑡) ∈ RN defines
the system dynamics and ̇( ) represents time derivatives; 𝒚 ∈ RM is the
system observation provided by the operator 𝑪(𝒙) ∈ RM; 𝒈 ∈ RN is the
control signal defined as follows

𝒈 (𝒚, 𝑡) = 𝑲

[

[1 − 𝑅]
∞
∑

𝑛=1
𝑅𝑛−1𝒚 (𝑡 − 𝑛𝜏) − 𝒚 (𝑡)

]

(2)

where 𝑲 ∈ RN×M is a proportional gain and 𝑅 ∈ R is a controller
parameter; 𝜏 is the period of the target UPO to be controlled. Note that,
when the orbit tends to a target period-𝜏 UPO, Eq. (2) tends to zero since
𝒚 (𝑡 − 𝑛𝜏) → 𝒚 (𝑡).

Control parameters𝑲 and 𝑅 are defined from the analysis of the UPO
stability under control action. In this regard, either Lyapunov exponents
[14,21,29] or Floquet exponents [28,30] can be employed.

In this work, Floquet exponents are employed to analyse the stability
of the UPOs and set the parameters 𝑲 and 𝑅 following the procedures
presented in references [23] and [28]. By considering a displacement
𝜹𝒙(𝑡) = 𝒙(𝑡) − 𝒙𝟎(𝑡) of a target UPO, 𝒙𝟎(𝑡), Floquet theory gives the
solution for the linear approximation given by:

𝜹𝒙(𝑡) = Re

( 𝑁
∑

𝑖=1

[

𝜹𝒙 (0) ⋅ 𝒑𝑖 (0)
]

𝑒𝜇𝑖𝑡𝒑𝑖 (𝑡)

)

(3)

where 𝒑𝒊 (𝑡) = 𝒑𝒊 (𝑡 + 𝜏) is a periodic orbit that has the same period of the
UPO and 𝜇𝑖 ∈ C are the UPO Floquet exponents; dot represents inner
product.

Eq. (3) shows that the Floquet exponents govern the deviation from
the UPO. Therefore, if all exponents have a negative real part, 𝜹𝒙
decreases over time and tends to vanish for 𝑡 → ∞, indicating the UPO
stability. On the other hand, if any Floquet exponent has a positive real
part, 𝜹𝒙 increases over time and the solution diverges from the orbit.
Thus, the maximum real value of the Floquet exponent, Re(𝜇𝑚𝑎𝑥) =
max

(

Re
(

𝜇𝑖
))

, defines the UPO stability. If Re(𝜇𝑚𝑎𝑥) < 0, the orbit is
stable, and if Re(𝜇𝑚𝑎𝑥) > 0, the orbit is unstable.

Hence, controller parameters 𝑲 and 𝑅 can be adjusted by evaluating
the Floquet exponents of a target UPO. Various methods can be used to
calculate Floquet exponents. An optimisation method can estimate 𝑲

and 𝑅 prior to the control application. It considers a time evolution lin-
earisation around a reference path 𝒙𝟎(𝑡), which leads to a displacement
𝜹𝒙 (𝑡) = 𝒙 (𝑡) − 𝒙𝟎 (𝑡) of the path. Based on that, Eq. (1) can be linearised
around an UPO using its Taylor expansion, leading to the evolution of
the displacement 𝜹𝒙 given by:

𝜹�̇� (𝑡) = 𝑫𝒇
(

𝑡;𝒙𝟎
)

𝜹𝒙 (𝑡) +𝑲𝑩

[

[1 − 𝑅]
∞
∑

𝑛=1
𝑅𝑛−1𝜹𝒙 (𝑡 − 𝑛𝜏) − 𝜹𝒙 (𝑡)

]

(4)

where 𝑫𝒇 is the Jacobian matrix and 𝑩 is the gradient of the function
𝑪
(

𝒙𝟎
)

with respect to its variables.
Since Eq. (4) has the form �̇� = 𝑨𝒙, with 𝑨(𝑡) = 𝑨(𝑡+𝜏) due to the fact

that it is evaluated around a periodic orbit of period 𝜏, Floquet theory
establishes that:

𝜹𝒙(𝑡) = 𝑒𝑯(𝝁)𝑡𝒒(𝑡) (5)

where 𝒒(𝑡) is a period-𝜏 function and 𝑯 (𝝁) ∈ RN×N is a matrix that has
𝑁 Floquet exponents as eigenvalues. Under this assumption, delayed
and present states are related as follows:

𝜹𝒙 (𝑡 − 𝑛𝜏) = 𝑒−𝑯𝑛𝜏𝜹𝒙 (𝑡) (6)

Eq. (6) allows one to calculate the infinite sum of Eq. (4), leading to:

𝜹�̇�(𝑡) = [𝑫𝒇
(

𝑡;𝒙𝟎
)

−𝑲𝑩
[

I − 𝑒−𝑯𝜏 ] [I − 𝑅𝑒−𝑯𝜏 ]−1]𝜹𝒙(𝑡) (7)

where I is the identity matrix. Note that Eq. (6) correlates delayed
and present states reducing the dimension of Eq. (7) from infinity to
the uncontrolled system dimension, 𝑁 . Nevertheless, this reduction
makes the displacement time evolution to be dependent on the Floquet
exponents themselves.

The Floquet exponents are calculated by the evaluation of the
eigenvalues of the fundamental matrix of the system after one period
of time integration. In this regard, the definition of the fundamental
matrix can be considered as:

𝜹𝒙(𝑡) = 𝝍 (𝑡) 𝜹𝒙(0) (8)

where 𝝍(𝑡) is the fundamental matrix and 𝝍 (0) = I. The time evolution
of the fundamental matrix can be obtained by using Eq. (8) on Eq. (7):

�̇� =
[

𝑫𝒇
(

𝑡;𝒙𝟎
)

−𝑲𝑩
[

I − 𝑒−𝑯𝜏 ] [I − 𝑅𝑒−𝑯𝜏 ]−1
]

𝝍 (9)

By calculating𝝍 (𝜏), the Floquet exponents that depends of controller
parameters 𝑲 and 𝑅, can be obtained by solving the transcendental
equation:

𝝍 (𝜏;𝝁) − 𝑒𝜇𝑗 𝜏I = 0 (10)

Note that Eq. (10) has an infinite number of solutions which reflects
the infinite number of Floquet exponents. Besides, since Eq. (9) depends
on the Floquet exponents themselves, an optimisation procedure is
needed to solve it. In this regard, Floquet exponents are estimated
using a differential evolution-based algorithm [31], presented on Fig. 1.
This optimisation procedure on its 𝑘th iteration considers a population
of trial values 𝝁𝒕𝒓𝒊𝒂𝒍[𝑘] and apply it to the integration of Eq. (9) by
using a fourth order Runge–Kutta method to obtain the fundamental
matrixes 𝝍

(

𝜏;𝝁𝒕𝒓𝒊𝒂𝒍[𝑘]
)

. Afterwards, the new Floquet exponents 𝝁[𝑘]
are calculated by Eq. (10) and compared with the initial trials 𝝁𝒕𝒓𝒊𝒂𝒍[𝑘]
using an Euclidean metric, 𝛿𝜇. This metric is then used to select the
best individuals. Lower values of 𝛿𝜇 indicate a high level of fitness and
high probability to leave decedents. The stop criterion is defined if all
individuals of the population satisfy a tolerance 𝛿𝜇 < 𝛿𝑡𝑜𝑙. If this criterion
is satisfied, the best individual 𝝁𝒃𝒆𝒔𝒕, which has the lowest value of the
metric 𝛿𝜇, is chosen among the population. Otherwise, the algorithm
due to Storn and Price [31] is employed to generate the new population
𝝁𝒕𝒓𝒊𝒂𝒍 [𝑘 + 1].

Floquet exponents can also be verified from time series analysis.
Although this approach cannot be used to set control parameters 𝑲 and
𝑅, it is useful to evaluate the stability of an UPO. Its application requires
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Fig. 1. Algorithm to calculate the Floquet exponents with ETDF control. 𝝁𝒕𝒓𝒊𝒂𝒍[𝒌] indicates
the 𝒌th population, 𝝁[𝒌] is the calculated Floquet exponent population after temporal
evolution of the UPO’s period, 𝜹𝝁 is the fitness value, 𝜹𝑻 𝒐𝒍 is the stopping criteria tolerance,
and 𝝁𝒃𝒆𝒔𝒕 is the best individual on the selected population.

Fig. 2. Schematics of the two bar truss.

Fig. 3. Equilibrium point locus versus the dimensionless temperature 𝜃.

that the system solution is close to the analysed orbit, which means that
linear approximation of the displacement 𝜹𝒙 is valid (Eq. (3)). Floquet
exponents can be calculated considering that 𝒑𝒊 is a period-𝜏 response
(𝒑𝑖 (𝜏𝑗) = 𝒑𝑖 (0) , 𝑗 ∈ N), and therefore, by assuming a time series with
the same periodicity (𝑡 → 𝜏𝑗), Eq. (3) can be reduced to:

𝜹𝒙 [𝑗] = Re

( 𝑁
∑

𝑖=1

[

𝜹𝒙 (0) ⋅ 𝒑𝑖 (0)
]

𝑒𝜇𝑖𝜏𝑗𝒑𝑖 (0)

)

(11)

where 𝑗 is the time series index.

As 𝑡 → ∞, the term 𝜇𝑚𝑎𝑥 prevails among all other terms. Hence, the
time series can be expressed as:

𝜹𝒙 [𝑗] ∼ Re
(

𝑨𝑚𝑎𝑥𝑒
𝑖𝜏𝑗𝜇𝑚𝑎𝑥

)

= 𝑨𝑚𝑎𝑥𝑒
Re(𝜇𝑚𝑎𝑥)𝜏𝑗 cos(Im

(

𝜇𝑚𝑎𝑥
)

𝜏𝑗) (12)

Under these assumptions, Eq. (12) expresses the relation between the
time series and 𝜇𝑚𝑎𝑥, allows one to extract the Floquet exponents from
the time series.

3. SMA two-bar truss mathematical model

The thermomechanical description of SMA is the objective of several
research efforts being associated with a large number of constitutive
theories. Lagoudas [32] and Paiva and Savi [33] presented a general
overview of some of these efforts. The simplest model that can be
properly employed for dynamical applications description is the one pro-
posed by Falk [34] that assumes a polynomial stress–strain–temperature
(𝜎 − 𝜀 − 𝑇 ) relation.

The definition of the polynomial constitutive theory is based on a
temperature dependent sixth order polynomial Helmholtz free energy
that can represent the stability of austenitic and martensitic phases
at different temperatures. For low temperatures where martensite is
stable at a stress-free state, there are two minima representing the two
martensitic variants (tension-induced, 𝑀+, and compression-induced,
𝑀−). For intermediate temperature, the potential presents three min-
ima indicating that both martensitic phases and austenite (𝐴) can be
stable. For high temperatures, the potential presents only one minimum
indicating that austenite is the only stable on a stress-free state. Based
on that, the stress–strain–temperature relation is given by:

𝜎 = 𝑎1
[

𝑇 − 𝑇𝑀
]

𝜖 − 𝑎2𝜖
3 + 𝑎3𝜖

5 (13)

where 𝑎1, 𝑎2 and 𝑎3 are material parameters, 𝑇𝑀 is the temperature
below with only martensitic phases are stable. By defining 𝑇𝐴 as
the temperature above with the polynomial potential has only one
equilibrium point, it can be expressed as:

𝑇𝐴 = 𝑇𝑀 + 1
4

𝑎22
𝑎1𝑎3

(14)

This polynomial model presents a qualitative description of the SMA
thermomechanical behaviour that is useful for some situation, especially
dynamical purposes [35]. It should be pointed out that this model is
not able to present a proper description of the hysteretic behaviour.
Nevertheless, the polynomial model is useful for dynamical systems with
SMA elements. A comparison between dynamical behaviour of SMA
oscillators with SMA elements described with the polynomial model and
more realistic models shows that both descriptions presents the same
qualitative behaviour, meaning that the polynomial model together
with a linear viscous dissipation is representative of the dynamical
aspects of the SMA structural system [7,35]. Bernardini and Rega [36]
evaluated the performance of different constitutive models in the nonlin-
ear dynamics of pseudoelastic oscillators considering a comprehensive
modelling framework.

The SMA structure is now of concern considering an SMA two-bar
truss composed by two connected identical SMA bars with cross section
𝐴, free to rotate along their connection and their joint as can be seen
on Fig. 2. The bars have an angle 𝜑 with the horizontal plane and
their bases are separated by a distance 2𝑆. The system is considered
to have a lumped mass 𝑚 at the connection between the two bars,
and a concentrated, external force 𝐹 (t) is applied to this connection.
The equation of motion for the distance between the tip mass and the
horizontal plane, 𝑈 , is given by the following equation where a linear
viscous dissipation, c, is incorporated to describe all system dissipations,
including hysteretic dissipation:

𝑚�̈� = −2𝑃 sin (𝜑) − c�̇� + 𝐹 (𝑡) (15)

where 𝑃 = 𝜎𝐴 is the reaction force of the SMA bar, which depends on
their constitutive model.
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Fig. 4. Bifurcation diagrams varying 𝛾. Positive initial conditions (I.c.+) in black and negative initial conditions (I.c.-) in magenta. (a) 𝜔 = 0.14, 𝜃 = 1.3 and 𝜁 = 0.01; (b) 𝜔 = 0.1, 𝜃 = 1.3
and 𝜁 = 0.01; (c) 𝜔 = 0.5, 𝜃 = 1.1 and 𝜁 = 0.05.

Fig. 5. Bifurcation diagrams varying 𝜃 with 𝜔 = 0.5, 𝛾 = 0.02 and 𝜁 = 0.05.

The strain of the two bars of length 𝐿 with respect to a reference
length 𝐿0 is expressed by:

𝜖 = 𝐿
𝐿0

− 1 =
cos

(

𝜑0
)

cos (𝜑)
− 1 (16)

where 𝜑0 is a reference angle defined by the reference length 𝐿0.
By using geometric and constitutive equations, Eqs. (13) and (16),

on the equation of motion, Eq. (15), and assuming a harmonic external
forcing 𝐹 = 𝛤 sin(𝛺𝑡+ 𝛽), where 𝛤 is its amplitude, 𝛺 its radial velocity
and 𝛽 is an initial phase, the equation of motion can be expressed in
non-dimensional form as:
𝑢′′ = 𝛾 sin (𝜔𝑡∗ + 𝛽) − 𝜁𝑢′ + 𝑢{−

[

𝜃 − 1 − 3𝛼2 + 5𝛼3
]

+
[

𝜃 − 1 − 𝛼2 + 𝛼3
] [

𝑥21 + 𝑠2
]− 1

2 −
[

3𝛼2 − 10𝛼3
] [

𝑥21 + 𝑠2
]

1
2

+
[

𝛼2 − 10𝛼3
] [

𝑥21 + 𝑠2
]

+ 5𝛼3
[

𝑥21 + 𝑠2
]

3
2 − 𝛼3

[

𝑥21 + 𝑠2
]2}

(17)

where 𝛾 = 𝛤
𝐿0𝛺2

0
is a non-dimensional amplitude, 𝜁 is an non-dimensional

viscous dissipation, 𝜔 = 𝛺
𝛺0

is an non-dimensional angular velocity,

𝑢 = 𝑈
𝐿0

, 𝑡∗ = 𝑡𝛺0, 𝛺0 = 2𝐴𝑎1𝑇𝑀
𝑚𝐿0

, 𝑠 = 𝑆
𝐿0

, 𝛼2 = 𝑎2
𝑎1𝑇𝑀

, 𝛼3 = 𝑎3
𝑎1𝑇𝑀

, 𝜃 = 𝑇
𝑇𝑀

and ( )′ = d
d𝑡∗ .

It is worthful to mention that this SMA two-bar truss was previously
investigated by Savi et al. [9] and Savi and Nogueira [10]. The first ref-
erence considers the polynomial model while the second one considers
a more realistic constitutive model, employing internal variables, that
properly describes the hysteretic behaviour. Both descriptions present
the same qualitative truss behaviour. This means that the polynomial
model together with a linear viscous dissipation is representative of the
dynamical aspects of the SMA structural system.

4. Thermal actuation

The control of the SMA two-bar truss is carried out considering a
controller based on the extended time-delayed feedback control method
(ETDF) [17]. Velocity 𝑢′ is assumed to be the observable variable, 𝑦 = 𝑢′

as well as the only accessible state to apply the control. Under this
assumption, the control signal 𝒈 ∈ R𝑁 , related to Eq. (2), becomes:

𝒈 = 𝑲

[

[1 − 𝑅]
∞
∑

𝑗=1
𝑅𝑗−1𝑢′

(

𝑡∗ − 𝑗𝜏
)

− 𝑢′
(

𝑡∗
)

]

(18)

where 𝑲 = [0 𝐾]𝑇 and 𝒈 = [0 𝑔]𝑇 .
It is important to distinguish the actuation force provided by the SMA

elements, 𝐹𝑎𝑐𝑡, and the control signal 𝑔 calculated by the ETDF method.
Ideally, it is desirable that 𝐹𝑎𝑐𝑡 = 𝑔,∀𝑡∗, however, this is not always true
due to actuation constraints. By assuming a reference temperature, 𝜃𝑟𝑒𝑓 ,
and that actuation is provided only by temperature changes on the SMA
elements, Eq. (17) can be rewritten using state variables, [𝑥1𝑥2] = [𝑢 𝑢′],
as follows:
𝑥′1 = 𝑥2

𝑥′2 = 𝛾 sin (𝜔𝑡∗ + 𝛽) − 𝜁𝑥2 + 𝑥1 { −
[

𝜃𝑟𝑒𝑓 − 1 − 3𝛼2 + 5𝛼3
]

+
[

𝜃𝑟𝑒𝑓 − 1 − 𝛼2 + 𝛼3
] [

𝑥21 + 𝑠2
]− 1

2 −
[

3𝛼2 − 10𝛼3
] [

𝑥21 + 𝑠2
]

1
2

+
[

𝛼2 − 10𝛼3
] [

𝑥21 + 𝑠2
]

+ 5𝛼3
[

𝑥21 + 𝑠2
]

3
2 − 𝛼3

[

𝑥21 + 𝑠2
]2 } + 𝐹𝑎𝑐𝑡

(19)
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Fig. 6. Chaotic attractor for 𝜔 = 0.5, 𝜃 = 1.1, 𝛾 = 0.02 and 𝜁 = 0.05. (a) Poincaré section for zero valued motor phase. (b) Poincaré section with a phase shift of 𝜋.

Fig. 7. Unstable periodic orbits of period-1 identified. Note that for each UPO there is a
mirrored counterpart.

where,

𝐹𝑎𝑐𝑡 = 𝑥1

[

[

𝜃 − 𝜃𝑟𝑒𝑓
]

[

[

𝑥21 + 𝑠2
]− 1

2 − 1
]]

(20)

Note that there are three conditions where Eq. (20) vanishes regard-
less the temperature 𝜃: 𝑥1 =

√

1 − 𝑠2, 𝑥1 = −
√

1 − 𝑠2, 𝑥1 = 0. This can be
understood as a geometric constraint of the controller, being associated
with positions where the SMA bars have no strain and do not have any
reaction force (the two first cases), or with the horizontal configuration
of the truss where the SMA elements cannot apply any force on the
vertical direction (last case).

Two controllers are now defined by considering thermal constraints.
The ideal controller has the temperature 𝜃 as its accessible parameter
and can provide any control force needed by the control strategy. On
the other hand, the constrained controller changes the temperature of
the SMA elements with an accessible electric current via Joule effect,
being constrained by the energy equation. Therefore, the constrained
controller is limited by heat transfer issues and cannot provide the
calculated control signal estimated by the ETDF method while the ideal
one uses exactly the estimated control signal.

Temperature variation that defines constrained controller actuation
is provided by the Joule effect and therefore, current 𝐼 is the accessible
parameter. Hence, energy equation governs temperature variations and
constraints actuation. Energy dissipation is provided only by convection
phenomenon which governs cooling processes. It is assumed that the
SMA elements have a constant resistance regardless the phase transfor-
mations and strains. Based on that, the energy equation is written as
follows,

�̇� = ℎ
𝐶𝑝

[

𝑇𝐸 − 𝑇
]

+ 𝑅
𝐶𝑝

𝐼2 (21)

where 𝐶𝑝 is the thermal capacity of the SMA, 𝑇𝐸 is the ambient
temperature 𝑅 is the SMA resistance and ℎ is the convection coefficient
already accounting for the truss surface area.

Fig. 8. Unstable periodic orbits of period-2 identified. Note that for each UPO there is a
mirrored counterpart.

Fig. 9. Unstable periodic orbits of period-3 identified.

Fig. 10. Analysis of period-2 UPO Floquet exponents for different values of controller
parameters 𝐾 and 𝑅. The accuracy of Floquet exponent real values are of ±0.002. The
Re(𝜇𝑚𝑎𝑥) line is presented in dashed red, and the 𝐾 value chosen for the control on dashed
grey line. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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Fig. 11. Control of the positive UPO 2a for the ideal controller. (a) Position versus time. (b) Stabilised and targeted orbits. (c) Temperature versus time. (d) Control Signal versus time.
(e) Poincaré section of position versus time.

The non-dimensional form of the energy equation is written as
follows:

𝜃′ = ℎ∗
[

𝜃𝐸 − 𝜃
]

+ 𝑅𝑟𝐼
2
r (22)

where ℎ∗ = ℎ
𝐶𝑝𝛺0

is non-dimensional convective coefficient, 𝑅𝑟 =
𝑅𝐼20

𝛺0𝐶𝑝𝑇𝑀
is a non-dimensional resistance of the bars, 𝜃𝐸 = 𝑇𝐸

𝑇𝑀
is the non-

dimensional ambient temperature, 𝐼0 is a reference current and 𝐼𝑟 =
𝐼
𝐼0

the non-dimensional current.
Energy equation limits the accessible temperatures and the actuation

force. The first part of the equation governs the cooling process as ℎ∗

defines how fast it can happen and cannot be accessed by the controller.
The second part of the equation, on the other hand, controls heating
and can be accessible by the current 𝐼𝑟 that is limited to a maximum
value. Hence, the constrained controller applies heating to the SMA
elements, restricted by the current maximum value, but cooling process
is governed just by convection.

The difference between ideal and constrained controllers can be
established by an error defined by the difference between the actuation
force of the constrained controller, 𝐹𝑎𝑐𝑡, and the calculated control

signal, 𝑔, divided by the maximum control signal required:

𝑒 =
𝐹𝑎𝑐𝑡 − 𝑔
max (𝑔)

(23)

Note that ideal control signal, g, is obtained from Floquet exponent
by considering Eq. (2), where no thermal constraint is considered.

Both controllers deal with the geometric restrictions using the same
strategy: if min

(

𝑥1 −
{
√

1 − 𝑠2,−
√

1 − 𝑠2, 0
})2

< 10−3 the controller is
turned off, and after 𝑥1 leaves the vicinity of these values the controller
is turned on again.

5. Uncontrolled dynamics

A brief investigation of the SMA two-bar truss uncontrolled dynamics
is carried out in order to design the extended time-delayed feedback
control. A more complete analysis of the system dynamics can be found
in [9]. All simulations employ the fourth order Runge–Kutta method
with time steps that ensure an relative error of the state space modulus
smaller than 10−6. All simulations assume the following parameters
taken from the literature and based on typical experimental values [9]:
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Fig. 12. Control of the positive UPO 2a for the constrained controller. (a) Position versus time. (b) Stabilised and targeted orbits. (c) Temperature versus time. (d) Control Signal versus
time. (e) Control error versus time. (f) Current versus time. (g) Best fit of Poincaré section of position versus time.

𝛼2 = 1.24 102, 𝛼3 = 1.45 104, 𝜃𝐸 = 1.017882, 𝑏 = 0.866, 𝑅𝑟 = 20. All other
parameters are defined for each simulation.

Initially, equilibrium point structure is analysed considering its
temperature dependent behaviour. Fig. 3 presents equilibrium point
locus as a function of temperature. Stability is evaluated from eigen-
values of the linearised system around each equilibrium point. At low
temperatures (𝜃 < 1), there are two stable equilibrium points related
to both stable martensitic phases; as temperature increases, austenite
becomes stable being related to a pitchfork bifurcation of an unstable
equilibrium point. Further temperature increases enable only austenite

to become stable causing the merge and destruction of stable and
unstable equilibrium points. Therefore, high temperature behaviour of
the SMA two-bar truss is similar to the one of the elastic counterpart.
For low (𝜃 < 1) and intermediate temperatures (1 < 𝜃 < 1.265), SMA
constitutive nonlinearities introduces new equilibrium points.

A global comprehension of system dynamics can be achieved by
considering bifurcations diagrams varying temperature, 𝜃, and forcing
amplitude, 𝛾, parameters. Due to symmetric characteristics with respect
to change of coordinates 𝑥1 → −𝑥1, it is expected that every orbit that is
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Fig. 13. Analysis of period-1 UPO Floquet exponents for different values of controller
parameters 𝐾 and 𝑅. The accuracy of Floquet exponents real values are of ±0.002. The
Re(𝜇𝑚𝑎𝑥) line is presented in dashed red, and the 𝐾 value chosen for the control on dashed
grey line. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)

asymmetric with respect to the coordinates transformation has a 180◦

rotated counterpart.
Fig. 4 shows different bifurcation diagrams varying the excitation

amplitude 𝛾. Three cases are presented: 𝜔 = 0.14, 𝜃 = 1.3 and 𝜁 = 0.01;
𝜔 = 0.1, 𝜃 = 1.3 and 𝜁 = 0.01; 𝜔 = 0.5, 𝜃 = 1.1 and 𝜁 = 0.05. Different
initial conditions are considered and it should be pointed out that there
are always at least two coexisting orbits, symmetrical with respect to
𝑥1 = 0. Moreover, two kinds of chaotic regions are identified: the first
type occurs for low values of 𝛾, where the orbit is confined to positive
or negative values of 𝑥1; the second type is a region for greater values of
𝛾 that includes positive and negative values of 𝑥1. Periodic regions can
be identified between the chaotic ones.

The temperature variation is considered in Fig. 5. For temperatures
below 𝑇𝑀 (𝜃 < 1) the system presents a period-3 response. Afterwards,
chaotic response starts around 𝜃 = 1.1, and finally, a period-1 response
is identified for values greater than 𝜃 = 1.2. The bifurcation diagram
shows how temperature changes on SMA elements can alter the system
response in different ways, indicating the adaptive SMA behaviour and
its ability to induce periodic or chaotic behaviours.

Chaotic response is now of concern considering 𝜃 = 1.1, 𝜔 = 0.5,
𝜁 = 0.05 and 𝛾 = 0.02. The estimation of Lyapunov exponents assures the
chaotic characteristic of system response. By employing the algorithm
due to Wolf et al. [37], the following values are obtained: 𝜆1 =
0.1172 bit∕s and 𝜆2 = −0.1854 bit∕s. Poincaré section of this behaviour is
presented in Fig. 6, showing fractal structure in two different positions.

The analysis of the unstable periodic orbits (UPOs) embedded in
chaotic attractor can be performed considering the recurrent points
method [38]. The analysis is carried out considering a Poincaré section
with 20,600 points, discarding the first 600 points. This method looks for
periodic orbits scanning the time series, establishing a comparison with
respect to tolerance parameters for the search: 𝑟1 = 0.04 and 𝑟2 = 0.08.
Results of UPO identification are presented in the next three pictures.
Fig. 7 shows two period-1 UPOs, which are small amplitudes symmetric
orbits. Fig. 8 shows two pairs of period-2 UPOs. Fig. 9 shows a period-3
UPO that is around all the equilibrium points.

Floquet exponents of each one of the identified UPO are now
calculated using the direct method [28], and results are presented in
Table 1. Note that symmetric orbits have the same exponents and,
therefore, only one is presented. It is also noticeable that each orbit has
a positive and a negative exponent indicating the stable and unstable
directions of the UPO.

6. Stabilisation of unstable periodic orbits

The chaos control method is now employed to stabilise UPOs that
belong to the chaotic attractor. Initially, the control objective is to

Table 1
Floquet exponents of the identified UPOs. The negative counterparts have the same
Floquet exponents due to the system symmetry.

UPO1+ UPO 2b+

𝜇1 𝜇2 𝜇1 𝜇2

0.124 + 0.25𝑖 −0.174 + 0.25𝑖 0.088 + 0.125𝑖 −0.138 + 0.125𝑖

UPO 2a+ UPO 3

𝜇1 𝜇2 𝜇1 𝜇2

0.057 + 0.125𝑖 −0.107 + 0.125𝑖 0.002 −0.04

stabilise the period-2a UPO previously discussed. The control param-
eters 𝐾 and 𝑅 are adjusted to be in the region that minimises the
UPO Floquet exponents, calculated by the optimisation method. The
reference temperature is set to be 𝜃𝑟𝑒𝑓 = 1.1. Fig. 10 considers the
real part of the maximum real value of the Floquet exponent, Re

(

𝜇𝑚𝑎𝑥
)

,
as a function of the parameter 𝐾 considering the ideal controller and
different values of R. Three values of 𝐾 are important to be highlighted
since it define the stability of the UPO: 𝐾1 that is the lowest value of 𝐾
where Re

(

𝜇𝑚𝑎𝑥
)

< 0; 𝐾2 is the highest value of 𝐾 where Re
(

𝜇𝑚𝑎𝑥
)

< 0;
and 𝐾𝑜𝑝𝑡 where Re

(

𝜇𝑚𝑎𝑥
)

is the minimum value. The values 𝐾1 and 𝐾2
can be observed by this method by evaluating when the curve intercepts
zero (red dashed line), and 𝐾𝑜𝑝𝑡 is identified at the minimum of the
curve. It is important to emphasise that the periodic orbit is stable on
the region where 𝐾1 < 𝐾 < 𝐾2.

Although Floquet exponents are estimated considering the ideal
controller, these values are employed for both controllers. Control
parameters are chosen, prior to the control application, in such a way
to be near the minimum point of Re(𝜇𝑚𝑎𝑥): 𝐾 = 0.115 and 𝑅 = 0.2. The
infinite sum of Eq. (18) is considered to converge on the first 10 terms
(fast converging series assumption). The first delayed term of the system
is simulated for 2 periods without control actuation and afterwards, the
control is turned on. As time progresses, other terms are added with the
𝑛th delayed term been incorporated to the sum of Eq. (18) after 𝑛-periods
are simulated.

Fig. 11 shows results for the period-2a UPO control considering the
ideal controller while Fig. 12 shows results of the same UPO considering
constrained controller with ℎ∗ = 0.7. Results show that both controllers
achieve UPO stabilisation. Note that although no thermal constraint is
considered in Floquet exponent calculation, used to define the values
of K and R, constrained controller is able to stabilise the UPO. The
ideal controller stabilises the targeted UPO faster and with a smaller
control signal than the constrained one. The control signal almost
vanishes on both controllers after stabilisation and the temperature
on the ideal controller stabilises around the reference temperature
while the constrained controller has some small fluctuations around the
reference temperature. These variations may be due to the actuation
limitations on the constrained controller evidenced by the actuation
error that does not vanish completely after stabilisation. Finally, the
constrained actuation suffers temperature changes of 200 K that are
more feasible than the ideal controller variations ranging from 30 K
to almost 600 K. Figs. 11e and 12g presents the Poincaré section for the
state variable 𝑥1 showing an exponential decay envelope on its details.
In order to confirm the Floquet exponents calculated previously by the
optimisation method, a sine function with an exponential decay is fitted
on the Poincaré section time series. By following the time series method,
the maximum real value of Floquet exponent is obtained for the ideal
controller Re

(

𝜇𝑚𝑎𝑥
)

= −0.018±0.001, and for the constrained controller
Re

(

𝜇𝑚𝑎𝑥
)

= −0.015 ± 0.001. As expected, the predicted Re
(

𝜇𝑚𝑎𝑥
)

agrees
with exponent obtained of Fig. 10 within the fitting precision for the
ideal controller, while the constrained controller has an increase of
Re

(

𝜇𝑚𝑎𝑥
)

indicating the influence of actuation constraints.
A period-1 UPO is now investigated. Initially, consider the evaluation

of control parameters presented from the Floquet exponents analysis for
different values of 𝐾 and 𝑅 for ideal controller, presented in Fig. 13.
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Fig. 14. Control of the positive period-1 UPO for the constrained controller. (a) Position versus time. (b) Stabilised and targeted orbits. (c) Temperature versus time. (d) Control Signal
versus time. (e) Control error versus time. (f) Current versus time. (g) Best fit of Poincaré section of position versus time.

Control parameters are chosen in such a way to be near the minimum
point of Re(𝜇𝑚𝑎𝑥): 𝐾 = 0.2 and 𝑅 = 0.2. This result is employed to the
constrained controller in order to stabilise the UPO.

Fig. 14 presents results for the constrained controller assuming ℎ∗ =
0.7. Results show the stabilisation of the period-1 UPO with maximum
temperature variations of 60 K and electric currents up to 3.5. The error
obtained stays less than 0.4% excluding the initial control signal that may
indicate that the constraints have small influence on this stabilisation.
This is verified on Fig. 14g where the Floquet exponent obtained by the

fitting of a damped sine wave is equal to Re
(

𝜇𝑚𝑎𝑥
)

previously calculated
for the ideal controller resulting in Re

(

𝜇𝑚𝑎𝑥
)

= 0.036 ± 0.002.
The influence of the convection parameter ℎ∗ is now in focus to

evaluate the details about heat transfer constraints on the controller.
Initially, the influence of ℎ∗ on the stability of the controlled period-
2 UPO is investigated considering 𝛾 = 0.02 and 𝜔 = 0.5 with control
parameters 𝑅 = 0.2 and 𝐾 = 0.115. A bifurcation diagram is built
starting at ℎ∗ = 0.7, case treated on Fig. 12, and then slowly decreasing
ℎ∗ to zero (Fig. 15). This procedure sets the best scenario for the
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Fig. 15. Bifurcation diagram for the control of the period-2 UPO with varying ℎ∗.

Fig. 16. Period-2 UPO maximum Floquet exponent real value for various values of ℎ∗. In
red is the best exponential fit of the data. The blue dashed line is the Floquet exponent
value for the ideal controller.

Fig. 17. Adaptive control of the SMA two-bar truss. In the transition periods were there
is no displayed targeted orbit the control is turned off.

Fig. 18. Bifurcation diagram of uncontrolled system (magenta) and controlled system
(black). The red lines indicate the values where the orbits of Fig. 18 are obtained. (For
interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

controller as the UPO is already stabilised when the system slowly
changes the parameter. Results show that the controller can stabilise
the system until ℎ∗ = 0.056 ± 0.008 (in detail of Fig. 15), when there is
an abrupt change from the period-2 UPO to a chaotic behaviour.

A second analysis is carried out evaluating the exponential fit of the
Floquet exponents versus ℎ∗ extracted by the time series method. Fig. 16
shows the best curve indicating that the orbit becomes unstable (Floquet
exponents become positive) with values of ℎ∗ below 0.072 ± 0.001,
which has just a small discrepancy with the previous analysis. This
discrepancy is explained by the fact that the bifurcation diagram is
performed exactly on the orbit within the simulation precision while
the analysis of the Floquet exponents requires some displacement of the
orbit slightly changing the initial conditions. Fig. 16 also shows that as
ℎ∗ increases, the constrained controller tends to have the same 𝜇𝑚𝑎𝑥 as
the ideal controller (blue dashed line). This result agrees with the same
analysis made previously on the literature [23].

Note that stabilised UPOs in this work are chosen to show effec-
tiveness of control method in avoiding chaotic behaviour. The ability
of stabilising different UPOs, and the presence of an infinite number
of UPOs embedded in chaos, makes this kind of response a flexible
behaviour in the presence of control. In the case of the analysed two-
bar truss, chaos control can be used to avoid snap through behaviour or
mitigate vibration amplitudes of the system by stabilising appropriate
UPOs.

7. Exchangeable target control

Chaos control approach can be employed to confer flexibility to the
system since it allows a target exchange with low power consumption.
This can promote structure configuration exchange and the strategy is
to use the ETDF method to control two different target orbits repre-
senting two different structure configurations. Constrained controller is
employed on all simulations.

The idea of target exchanges is illustrated considering period-2a UPO
discussed on Section 6, Figs. 10–12, and its reflected counterpart. The
exchange is performed considering two different period-2 UPO: period-
2a+ and period-2a−, respectively associated with positive and negative
displacements. Initially, a period-2a+ UPO is targeted for the first 100
periods using the same parameters employed on Section 6 (𝐾 = 0.115
and 𝑅 = 0.2). Afterwards, the control is turned off and the system is
free to leave the period-2 response. When the system reaches negative
displacements, the control is turned on again for the next 200 periods,
with the same parameters, which means that it is now targeting the
period-2a− UPO. After that, the control is turned off again and turned
when positive displacements are reached, stabilising the system in the
previous period-2a+ UPO.

Fig. 17 shows the Poincare map time history for this control strategy.
Note the controller ability to stabilise each targeted UPO, allowing the
structure to oscillate in different configurations. This strategy shows
that the ETDF method can stabilise multiple target orbits with the same
parameters and hence, can provide structure adaptability by turning
the control on and off.

8. Bifurcation control

In general, qualitative dynamical changes on bi-stable structures are
critical as they usually mean a structure configuration change and can
produce higher dynamical loads. In other words, it is desirable to a smart
structure to stay on a desired low amplitude periodic behaviour than
other dynamical response regardless of the applied external excitation
and only change its configuration when required. In this regard, a
bifurcation control can be applied to these structures and the ETDF
method is a candidate to perform this kind of control.

The constrained controller is now employed to deal with bifurcation
control. Bifurcations diagrams are considered assuming a quasi-static
variation of parameter 𝛾, with 𝜃 = 1.1 and 𝜁 = 0.05, and initial conditions
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Fig. 19. State space of controlled and uncontrolled responses of Fig. 17. (a) 𝛾 = 0.01 (b) 𝛾 = 0.015 (c) 𝛾 = 0.02 (d) 𝛾 = 0.035.

𝑥1 (0) = 0.5 and 𝑥2 (0) = 0. The parameter 𝛾 is initially zero and it is
gradually increased as time evolves. The controller parameters are set
to be 𝐾 = 0.2 and 𝑅 = 0.2 for the period-1 UPO. These values are
designed for a standard value of 𝛾 = 0.02, being the same as previously
mentioned for both UPOs.

Fig. 18 plots together bifurcation diagrams with and without control.
The controlled diagram considers the stabilisation of the period-1 UPO.
Fig. 19 presents different system responses for 4 values of 𝛾, also high-
lighting the comparison between controlled and uncontrolled responses.
Initially, the uncontrolled system has a period-1 response (Fig. 20a) for
low values of 𝛾. Above 𝛾 = 0.0118, the uncontrolled response presents
a chaotic behaviour restricted to positive values of 𝑥1 (Fig. 19b). After
𝛾 = 0.018, a periodic window appears between two chaotic regions and
after 𝛾 = 0.0196 the chaotic attractor expands to negative values of the
position 𝑥 (Fig. 19c). Finally, at 𝛾 = 0.0325, the chaotic behaviour is
replaced to a high amplitude period-1 orbit (Fig. 19d). On the other
hand, the controlled system stays on the same periodic response as the
uncontrolled system (Fig. 19a) until the uncontrolled system reaches the
chaotic behaviour. At this transition, the controlled system stabilises on
the targeted UPO and presents the same behaviour for the rest of the
diagram (Fig. 19b,c,d).

âĂĺâĂĺ
Bifurcation control is also applied to the period-2a UPO. The con-

troller parameters are set to be 𝐾 = 0.115 and 𝑅 = 0.2 as obtained in
the preceding section. Fig. 20 overlaps results of the uncontrolled and
controlled systems. The uncontrolled system has the same behaviour
already described on the previous diagram. The controlled system
stays in a periodic orbit (Fig. 21a) until a chaotic response is reached
(Fig. 21b). In this region (0.0116 ≤ 𝛾 ≤ 0.0186), the uncontrolled system
has an attractor slightly wider than the controlled one. Afterwards,
close to the region where the control is designed, the period-2 UPO is
stabilised on the controlled systems, which stays in this orbit for some
values of 𝛾 (Fig. 21c). Increases in 𝛾, make the controller lose the ability
to stabilise the system, and a chaotic behaviour is reached, but still
constrained to positive values of 𝑥1. By increasing even more the value
of 𝛾 makes the controlled system to present a high amplitude response
(𝛾 ∼ 0.023). Further increases also make the controlled system pass

Fig. 20. Bifurcation diagram of uncontrolled system (magenta) and controlled system
(black). The red lines indicate the values where the orbits of Fig. 21 are obtained. (For
interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

through another periodic window (Fig. 21d) and finally with 𝛾 ∼ 0.035
the chaotic behaviour stops (Fig. 21e). It should be pointed out that
the chaotic behaviour of the uncontrolled system stops at 𝛾 ∼ 0.032,
before the controlled one. In order to verify if the controller is able to
stabilise the UPO for previous values of 𝛾 < 0.02, a backward bifurcation
is performed after the system is stabilised on the UPO, generating the
best scenario to the controller. The verification showed no discrepancies
between the two bifurcation diagrams.

The convection parameter ℎ∗ influence on system response is now of
concern evaluating the width of the controlled periodic window around
𝛾 = 0.02 of Fig. 20. This width can be related to the ability of the
controller to stabilise the system on different forcing conditions. Fig. 22
shows the widths of these windows for various values of ℎ∗. As the
parameter decreases its value, the window width also decreases but on
a seemingly linear matter.

9. Conclusions

Chaos control of an SMA two-bar truss is performed using the
extended time-delayed feedback approach. Floquet exponents are used
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Fig. 21. State space of controlled and uncontrolled responses of Fig. 20. (a) 𝛾 = 0.01 (b) 𝛾 = 0.015 (c) 𝛾 = 0.02 (d) 𝛾 = 0.0288 (e) 𝛾 = 0.04.

Fig. 22. Periodic window width for various values of ℎ∗.

to set control parameters and to compare ideal and thermal constrained
controllers. Results show that thermal actuation of SMA elements
can be employed to either stabilise UPOs embedded in the chaotic
attractor or to perform bifurcation control. Comparisons between ideal

and constrained controller show that thermal constraints are directly
associated with the convection coefficient, and both controllers have the
same behaviour for high values of this coefficient. This conclusion may
be assured by observing the Floquet exponents that are similar for this
condition. Target orbit exchange is exploited showing that this strategy
can confer flexibility to the system response, promoting exchanges
among different, desirable orbits. Another potential application of the
chaos control strategy is the bifurcation control. This is performed
with constrained controller showing that SMA elements can provide
thermal actuation to prevent dynamical changes. Results show that
the effective window of stabilisation on a bifurcation diagram depends
linearly with thermal constraints. In summary, this article shows that
SMA can be successfully employed for chaos control even when thermal
constraints are considered. This approach has different possibilities to
smart structures including stability and configuration changes.
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